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Abstract

An elliptic relaxation turbulence model (v2 ÿ f model) has been used to simulate the ¯ow and heat transfer in circular con®ned

and uncon®ned impinging jet con®gurations. The model has been validated against available experimental data sets. Results have

been obtained for a range of jet Reynolds numbers and jet-to-target distances. The e�ects of con®nement on the local heat transfer

behavior has been determined. It has been shown that con®nement leads to a decrease in the average heat transfer rates, but the local

stagnation heat transfer coe�cient is unchanged. The e�ect of con®nement is only signi®cant in very low nozzle-to-plate distances

(H=D < 0:25). In contrast, the ¯ow characteristics in the nozzle strongly a�ects the heat transfer rate, especially in the stagnation

region. Quantitative (up to 30% di�erence) and qualitative di�erences have been obtained when di�erent nozzle velocity pro®les were

used. Ó 1999 Elsevier Science Inc. All rights reserved.

1. Introduction

In the last two decades, jet impingement heat transfer has
received considerable attention in many industrial and engi-
neering applications (e.g. manufacturing, material processing
and electronic cooling). This has been due to the high heat
transfer rates of jet impingement. There are numerous papers
dealing with this problem both numerically and experimen-
tally. A number of reviews have also appeared, amongst which
some of the more recent are Jambunathan et al. (1992),
Viskanta (1993) and Webb and Ma (1995).

There are a number of parameters which can a�ect the heat
transfer rate in a jet impingement con®guration. For instance,
the jet-to-target distance not only a�ects the heat transfer rate,
but also has a signi®cant e�ect on the local heat transfer co-
e�cient distribution (Baughn and Shimizu, 1989). For the
design and optimization of jet impingement cooling or heating
systems, it is essential that the e�ects of these important pa-
rameters are identi®ed and understood. In some of previous
studies these e�ects have been examined; however, experiments
performed by di�erent investigators have sometimes been
contradictory, due to the di�erences in the experimental con-
ditions. In their review, Jambunathan et al. (1992) clearly point
out this problem and note that for a better understanding of
the jet impingement heat transfer process, the details of the
¯ow, geometry and turbulence conditions are required; only
then can a comparison be made between di�erent experimental
data sets.

Due to the di�culties in performing and comparing ex-
periments, a numerical study of the problem holds promise for
quantifying the e�ects of the various parameters of interest.
However, turbulent impinging jets have complex features due
to entrainment, stagnation and high streamline curvature.
These features prove to be somewhat di�cult to represent with
most existing turbulence models which are essentially devel-
oped and tested for ¯ows parallel to a wall. Craft et al. (1993)
have demonstrated some of the problems in these turbulence
models; most importantly they obtained a substantial over-
prediction of the heat transfer in the stagnation region with a
widely used low Reynolds number k ÿ e turbulence model.
Due to its complexity, this ¯ow has been chosen as a chal-
lenging test-case (see ERCOFTAC database at http://www-
¯uindigo.mech.surrey.ac.uk) for the validation of turbulence
models. A number of investigators have gauged the success of
their models on this ¯ow. However, turbulence modelers en-
counter numerous di�culties due either to the fact that the
details of most of these experimental data sets are not known,
or to the fact that the geometry and boundary conditions are
not well posed.

We have used a few experimental data sets on axisymmetric
turbulent jets impinging on a ¯at plate or a pedestal (see the
con®gurations on Fig. 1) to validate the v2 ÿ f turbulence
model. For this purpose, we chose those data obtained in a
fully developed impinging jet con®guration (i.e. Baughn and
Shimizu, 1989; Baughn et al., 1991; Baughn et al., 1993; Lytle
and Webb, 1994; Yan, 1993; Mesbah, 1996). Subsequent
computations were performed to assess e�ects of important
parameters such as jet-to-target distance, geometry and Rey-
nolds number, as well as to examine the in¯uence of jet con-
®nement and nozzle-exit pro®les.
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Published experimental data sets. Numerous experimental
studies of jets impinging on surfaces have been undertaken.
Some of these studies are noted in the review articles men-
tioned previously. The ®rst experiments go back to the 1960's
(see Jambunathan et al., 1992). With the advent of modern
measurement and optical techniques, detailed ¯ow and tem-
perature ®elds have been obtained in the most recent experi-
mental studies (see Viskanta, 1993; Webb and Ma, 1995).
Unfortunately, due to the sensitive nature of these experi-
ments, the data obtained by di�erent investigators shows
rather signi®cant di�erences in the rates of heat transfer. This
is despite the fact that most investigators have reported ex-
perimental uncertainties on the order of 5%. The data scatter
may be partially due to the di�erence in jet outlet conditions,
nozzle geometry, thermal boundary conditions, target plate
geometry and experimental techniques. This has hindered the
interpretation of these data both for understanding the perti-
nent physical phenomena, and for developing general heat
transfer correlations.

We selected some of the most recent experiments on cir-
cular jets impinging on a ¯at plate (Fig. 1) for the validation of
our numerical model. The local heat transfer rate on the im-
pinging surface for a jet Reynolds number of 23,000 and a
target-to-plate distance of 6 jet diameters, is shown in Fig. 2.
The Re number is based on the jet outlet bulk velocity and the
jet diameter. For a heated wall the Nusselt number can be

written D@xTw=Tw where Tw is the wall temperature relative to
the jet temperature. This is essentially the dimensionless tem-
perature gradient. Baughn and Shimizu (1989) used a uni-
formly heated plate in conjunction with liquid crystals for
temperature distributions. The jet issued from a long pipe (72
diameters) and they noted that this provided a ``nearly fully
developed ¯ow at the jet exit''. Baughn et al. (1991) used the
same experimental apparatus and technique to study entrain-
ment e�ects. However, their baseline Nusselt number, which
corresponds to the conditions of Baughn and Shimizu, is
somewhat di�erent (see Fig. 2). Yan (1993) used the same
experimental apparatus and conditions as the other two
studies. However he developed a liquid crystal, preheated-wall,
transient technique that is amenable to more complex geom-
etries. Again, the data is slightly di�erent. Lytle and Webb
(1994) focussed their study on low nozzle-to-plate spacings,
but they also measured the widely-used distance of 6 diame-
ters. Lytle and Webb used an infrared thermal imaging tech-
nique for temperature measurements. They have also reported
some LDV ¯ow measurements. They used two di�erent pipes
of 7.8 and 10.9 mm diameter, both with a 1:4 mm wall
thickness and a 610 mm length. They noted that this ensured
``fully developed ¯ow over the Reynolds number range inves-
tigated''. Their data is consistently somewhat higher than the
other sets (see Fig. 2). Colucci and Viskanta (1996) studied a
con®ned geometry with the jet issued from a nozzle machined
in a plate. They used a thermochromatic liquid crystal tech-
nique to visualize and record isotherms on the uniformly
heated impingement surface. They have reported their data at
a Reynolds number of 20,000; however, in Fig. 2, the data has
been rescaled by Re0:7 (correlation proposed by Jambunathan
et al., 1992). Their data plotted here is for a uniform diameter
ori®ce with a slightly rounded entrance. It is noted that their
Nu distribution, although for a substantially di�erent jet outlet
condition and despite the con®nement, falls within the band of
the above mentioned uncon®ned jet data.

In conclusion, for the jet-to-plate distance of 6 jet diame-
ters, Fig. 2 indicates that, at least for a Reynolds number of
around 20,000, the con®nement and the jet-outlet conditions
have a marginal in¯uence on the rate of heat transfer. How-
ever, for lower aspect ratios, the data indicates a somewhat
stronger dependance on the geometry and ¯ow conditions. For
instance, at H=D � 1, the data of Colucci and Viskanta (1996)
shows a local minimum in the stagnation region with two well
pronounced peaks downstream of it (see Fig. 3). The results of
Lytle and Webb (1994) show that the Nusselt number is
maximum in the stagnation region, and away from it, de-
creases to a local minimum and then goes through a single
peak. Also, for these low aspect ratios, Lytle (1990) noted that
there is a slight dependance on the pipe diameter (this has also
been observed by Garimella and Rice (1995)).

Fig. 2. Nusselt number for the impinging jet on the ¯at plate at

Re� 23,000 and H=D � 6 from di�erent experiments.

Fig. 1. Con®guration and computational domain for the impinging jet on (a) ¯at plate and (b) a pedestal.
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2. Numerical procedure

2.1. Turbulence model

Most predictions of jet impingement heat transfer in in-
dustry involve the use of standard or modi®ed versions of the
k ÿ e turbulence model, available in many existing CFD
packages. These models have usually been developed, cali-
brated and validated using ¯ows parallel to the wall. Physical
phenomena involved in impinging ¯ows on a solid surface are
substantially di�erent and have been considered as highly
challenging test-cases for the validation of turbulence models.
For example, k ÿ e simulations performed by Craft et al.
(1993) in a non-con®ned impinging jet cooling a heated ¯at
plate showed dramatically poor results for wall heat transfer
coe�cients (e.g. more than 100% over-prediction in the stag-
nation region).

In order to integrate k ÿ e to the wall, it is common practice
to introduce low-Reynolds number damping functions. These
are tuned to mimic certain near-wall behaviors (Launder and
Sharma, 1974). However, all these models use a single-point
approach that cannot represent the non-local e�ects of pres-
sure-re¯ection that occur near solid boundaries. In many cases
these damping functions involve an ill-de®ned normal distance
to the wall, which cannot be used in complex geometries. They
are also highly non-linear and sometimes introduce numerical
sti�ness.

An attractive alternative to the k ÿ e model is the v2 ÿ f
turbulence model (Durbin, 1991). The model equations are
outlined in the Appendix.

The v2 ÿ f model could be thought of as a simpli®cation of
a full Second Moment Closure (SMC) model (Durbin, 1993).
For instance, the source terms in Eq. (A.6) of Appendix A
represent return to isotropy and isotropization models for
energy redistribution. In this and other ways, important e�ects
of near-wall anisotropy are represented. However, the v2 ÿ f
model has the advantage of solving the mean ¯ow with an
eddy viscosity, which avoids some computational stability
problems encountered with the full SMC models. It is a general
geometry turbulence model, valid right up to solid walls. It
does not need wall functions whose universality is increasingly
being called into question, especially in impinging regions.

The v2 ÿ f model is based on certain physical concepts. It
introduces a new velocity variance scale, v2 (instead of k), for
the evaluation of the turbulent viscosity. In general v2 should
be regarded as a scale for the velocity component responsible
for turbulent transport. It is proportional to k far from solid
walls, while in the near-wall region, it becomes the velocity
¯uctuation normal to the solid surface, irrespective of the
orientation of the surface. Theoretically, k is unable to repre-
sent the damping of turbulent transport close to the wall,
whereas normal velocity ¯uctuations provide the right scaling
(Behnia et al., 1998).

Following a full Reynolds stress analysis (Durbin, 1993),
and in order to model non-local characteristics of the near-wall
turbulence without the use of two-point correlations, the
v2 ÿ f model uses an elliptic operator to compute a term
analogous to the pressure-strain correlation. Ellipticity is in-
troduced by a modi®ed Helmholtz operator, which is amena-
ble to numerical computations. It introduces wall e�ects by a
linear equation. This operator generates turbulence pro®les
that evolve from the near-wall behavior to forms suitable for
far from the solid boundaries. Finally, a mathematical con-
straint has been added to prevent non-realizability of the eddy
viscosity especially in the stagnation region (Durbin, 1996).

The temperature ®eld is computed through a standard eddy
di�usivity approximation. A constant temperature boundary
condition is used on the impingment walls. The Kays and
Crawford formula (Kays and Crawford, 1993) for the turbu-
lent Prandtl number, Prt, was chosen for all computations
including k ÿ e. This formula gives a reasonable representation
of data on Prt near the wall, it increases from 0.85 in the far-
®eld to about 1.7 near the surface, and it yields somewhat
better agreement in the impingement region. However, the
improvement over using a constant Prt � 0:9 is only on the
order of 10% (Behnia et al., 1998); Prt variations cannot ex-
plain the 100% error of the k ÿ e model.

2.2. Numerical method

The ¯ow and the turbulent ®elds have to be accurately re-
solved to obtain good heat transfer predictions. All compu-
tations were performed in cylindrical coordinates with a
general geometry, ®nite di�erence code developed by Rogers
and Kwak (1990). The spatial discretization of convective
terms was via a third order, upwind biased scheme; di�usion
terms were central di�erenced. Fine, non-uniform, orthogonal,
cylindrical grids were used, with a high resolution near all solid
boundaries. A mesh sensitivity was carried out by halving the
mesh spacing in the axial and radial directions. In all cases the
®rst grid point was at y� � 1 or less. This changed the im-
pingement region Nusselt number by less than 1%. Therfore,
the solutions presented here are considered grid independent.

The ¯ow conditions at the nozzle exit may a�ect the com-
puted ¯ow ®eld. Therefore, for validation purposes, we chose
the case of a jet being issued from a long pipe, so that nozzle-
exit conditions are fully turbulent and well de®ned. A fully
developed turbulent pipe ¯ow was ®rst computed in a pre-
liminary computation, and then interpolated onto the full grid
to provide the inlet condition of the jet. The computational
domain began 1 to 2 pipe diameters upstream of the jet exit
(depending on H=D), so that the pipe ¯ow pro®les may evolve
in the nozzle as the ¯ow approaches the nozzle outlet. It is
noted that prescribing the inlet conditions upstream of sharp
corners is also a requirement in other ¯ows, e.g. the backward-
facing step. In the uncon®ned case, this allows the upper
computational boundary to be a su�cient distance from the
wall so that it does not a�ect the ¯ow near the impingement
surface. Two values of the pipe wall thickness were examined,
0.112 D and 0.0313 D, corresponding to the experiments of

Fig. 3. Nusselt number for the impinging jet on the ¯at plate at

H=D � 1 from di�erent experiments.
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Baughn and Shimizu (1989) and Cooper et al. (1993) respec-
tively. No noticeable di�erence was observed. The former
value was used for the computations.

Grids of 120� 120 nodes provide adequate resolution.
Several computations with 240� 240 nodes were done to
verify this.

3. Model validation

3.1. Heat transfer coe�cient

Computations were ®rst performed for the widely used test-
case of an uncon®ned impinging jet on a ¯at plat at
Re� 23,000 and for a nozzle-to-plate distance of 6 jet diame-
ters. Fig. 4 shows that the distribution of the local heat
transfer coe�cient is fairly well reproduced by the v2 ÿ f
model. In fact, the simulation falls into the range of available
experimental data sets, represented by the gray zone. The low
Reynolds number k ÿ e model signi®cantly overpredicts the
heat transfer rates in the stagnation region (by about 100%).
This simulation was performed with a similar set of damping
functions to those used in the Launder and Sharma model
(1974). The results obtained by Craft et al. (1993) with pre-
cisely this later model showed a similar dramatic overpredic-
tion in the impinging region. This overestimation extends up to
2±3 jet diameters away from the stagnation point, although the
¯ow has already become parallel to the surface at this location.
This indicates that the quantitative inaccuracy spreads into the
region surrounding the impinging area, which in turn may
in¯uence the whole distribution of heat transfer, even quali-
tatively.

The excellent v2 ÿ f results are con®rmed by studying the
in¯uence of the nozzle-to-target spacing, H=D, on the stag-
nation Nusselt number. Behnia et al. (1998) contains results
similar to Fig. 4 for a nozzle-to-plate distance of 2 diameters.
A more comprehensive parameter study has now been per-
formed: a set of 15 computations was done for each model.
The results are compared to the available experimental data
sets in Fig. 5. The v2 ÿ f model is in very good agreement with
the experimental curve of best ®t, yielding a maximum stag-
nation heat transfer rate at H=D� 6±7. Note that this optimal

value has already been reported in numerous experimental
studies (e.g. Martin, 1977; Baughn and Shimizu, 1989; Webb
and Ma, 1995). The quantitative overprediction of the k ÿ e
model is present for all nozzle-to-plate spacings. If one wants
to use this model for design purposes, the e�ciency of the
cooling system would be overestimated. More dramatically,
the design optimization process would also fail completely.
For instance, the k ÿ e model predicts 2 optimal nozzle-to-
plate distances of 2.5 and 5 diameters, in disagreement with the
experiments.

Fig. 6 shows the local wall heat transfer distribution in the
case of an impinging jet on a wall-mounted pedestal. The same
parameters (Re� 23,000 and H=D � 6) have been chosen for
this validation. As for the ¯at plate, k ÿ e heat transfer pre-
dictions are more than 100% higher than the experiment.
Moreover, the qualitative trend also fails, with a prediction of
a local maximum at the stagnation point, whereas the experi-
ment shows a local minimum. This erroneous behavior di�uses

Fig. 4. Simulated Nusselt number distribution for the impinging jet on

the ¯at plate at H=D � 6 and Re� 23,000 (the shaded zone is the band

of experimental data sets).

Fig. 5. Dependence of stagnation Nusselt number on nozzle-to-plate

distance for the impinging jet on the ¯at plate at Re� 23,000.

Fig. 6. Nusselt number distribution on top of the pedestal and

downstream of it, on the plate, at H=D � 6 and Re� 23,000.
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and produces a high Nusselt number on the lower wall as well.
Considering the existing scatter in the experimental data for
the simpler case of the ¯at plate, the v2 ÿ f predictions show
very good agreement with the experiment. Let us note that
heat transfer rates in the stagnation region are similar on top
of the pedestal to the ¯at plate; thus, stagnation Nusselt
number correlations obtained for the plate may be used in the
case of a chip. However, if local information is needed, the
presence of a minimum heat transfer coe�cient, instead of a
maximum for the ¯at plate, emphasizes the need for CFD in
more complex geometries.

3.2. In¯uence of Re number

Turbulence models are sometimes ®tted to a given test-case,
at a given Reynolds number and might give much worse results
when ¯ow conditions are changed. Thus, it is essential to check
the range of validity of the accurate results obtained by the
v2 ÿ f model in the previous section for Re� 23,000. The de-
pendence on the nozzle-to-plate distance has already been
shown to be well captured by the model. Fig. 7 presents the

stagnation Nusselt number obtained for di�erent ¯ow rates
(i.e. Re� 23,000; 50,000; 70,000). The experimental data from
Lytle and Webb (1994) and Yan (1993) are plotted on the same
graph and a line of best ®t to the data has been drawn for
comparison purposes. One can see that the dependence on
Reynolds number, predicted by the v2 ÿ f model, is in excel-
lent agreement with the experimental data. In particular, the
quasi-laminar correlation Nustag / Re0:5 observed experimen-
tally has been obtained accurately. Of course, the Re number is
high enough to assure a turbulent regime; for instance, Vis-
kanta (1993) noted that heat transfer rates are 1.4±2.2 times as
high as in laminar ¯ow. Moreover, a v2 ÿ f correlation,
showing the Nusselt number evaluated at 6 jet diameters away
from the stagnation point, for di�erent jet-to-plate distances,
has been added to Fig. 7. In agreement with a statement in
Jambunathan et al. (1992), the v2 ÿ f heat transfer at this lo-
cation is nearly independent of nozzle-to-plate spacing.
Moreover, the v2 ÿ f model predicts a Nusselt number de-
pendence on Re0:77, in good agreement with previous experi-
ments, which have established a Re exponent in the range of
0.7±0.85 (see Jambunathan et al., 1992; Viskanta, 1993).

4. Computational results

4.1. Flow physics

The anomalously high Nusselt number predicted by the
k ÿ e model can be attributed to erroneous physics. The im-
pinging potential core of the jet contains low levels of turbu-
lence and this should remain relatively low in the vicinity of the
stagnation point. The v2 ÿ f predictions are consistent with
this expectation. However, the k ÿ e model generates a spuri-
ous production of kinetic energy in the impinging region, as
depicted in Fig. 8. This ®gure shows contours of k, as pre-
dicted by the two models. Excessive production of turbulence
is believed to be responsible for the k ÿ e model overpredicting
the stagnation point Nusselt number. (Some modi®cations to
the k ÿ e model have been proposed to remove the anomolous
turbulent kinetic energy, such as Launder and Kato, 1993).
Behnia et al. (1998) have compared ¯ow ®eld predictions to
measurements by Cooper et al. (1993), con®rming that the
turbulent intensity is more accurately predicted by v2 ÿ f and
that it is greatly overpredicted by k ÿ e. Mean ¯ow predictions
can also be found in that reference.

Some investigators (e.g. Lee et al., 1995; Garimella and
Rice, 1995; Colucci and Viskanta, 1996) have attributed the
secondary maximum Nusselt number (see Fig. 3) to a transi-

Fig. 7. Dependence of stagnation Nusselt number on Reynolds num-

ber for the impinging jet on the ¯at plate at H=D � 6, insert shows

simulated dependence of Nusselt number at r=D � 6 on Reynolds

number.

Fig. 8. Shaded contours of turbulent kinetic energy for the impinging jet on the ¯at plate at H=D � 2 and Re� 23,000.
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tion from a laminar to turbulent boundary layer in the wall jet
region. This is not supported by the measurements of Lytle
and Webb (1994), who note that there are relatively high levels
of turbulence even in the stagnation region. It is believed that a
radial increase in the turbulent kinetic energy away from the
stagnation point is responsible for this local increase of Nu.
This was observed by Lytle and Webb and is predicted by the
v2 ÿ f model, as illustrated in Fig. 8. The increase in the tur-
bulent energy is produced by high shear in the region of
streamline convergence, away from the stagnation point. The
physical phenomenon involved in this augmentation of tur-
bulent energy is radically di�erent than what can be found
around airfoils for example, where the incident ¯ow is ®rst
laminar and then undergoes transition to turbulence. Despite
the Re0:5 correlation of Nusselt number, the ¯ow is not laminar
in the stagnation region. Here, the boundary layer evolves
from a low level of turbulence to a high turbulence level along
the solid surface. Note that this secondary phenomenon be-
comes larger when Re increases or H=D decreases.

4.2. In¯uence of con®nement

All the previous computations have been performed for an
uncon®ned geometry. Industrial applications, especially in
electronic cooling, often require the jet to be con®ned by a
solid boundary at the level of the nozzle exit. Numerous ex-
periments have been conducted to study the e�ect of con®ne-
ment on jet impingement heat transfer. The main aim was to
know whether the physics and correlations of uncon®ned ge-
ometries could be applied to con®ned geometries. Obot et al.
(1982) concluded that there was between a 5% and 10% re-
duction in the average heat transfer rate when con®nement was
added. Again, comparisons to other experiments are di�cult
to establish, since jet outlet pro®les or experimental conditions
di�er; moreover, no experimental data are available for a fully
developed jet, exiting from a long pipe. Since v2 ÿ f simula-
tions gave satisfactory results in the uncon®ned geometry, we
believe that the model is accurate enough to undertake a nu-
merical study.

Several computations were performed with a wall at the
nozzle exit. We varied the nozzle-to-plate distance, and the
local heat transfer rates are compared to the results obtained
with an uncon®ned geometry. Fig. 9 shows the Nusselt num-
ber distribution for di�erent H=D. For a high enough nozzle-
to-plate spacing, the con®nement has no e�ect on the heat
transfer rate. The presence of a top wall creates a recirculation
(Fig. 10), but its in¯uence on the wall heat transfer is weak;
indeed, no signi®cant changes are observed when H=D is
greater than unity. For H=D < 0:5, the Nusselt number dis-
tribution noticeably departs from the free jet case. As has been
found in experiments, the average heat transfer rate is lower
for the con®ned case. This may be attributed to two causes:
®rstly, the Nusselt number is evaluated with the jet tempera-
ture as the reference. At high radial distances, this temperature

might not be the same as the ambient temperature in the
con®ned case, since the ¯uid gets heated in the whole con®ned
section. To minimize this e�ect, we imposed an isothermal
boundary condition on the top wall, in order to keep the jet
temperature as a meaningful reference.

Secondly, the top wall introduces a resistance to the ¯ow
that gets larger when H=D decreases. Entrainment of the ex-
ternal ¯uid by the jet diminishes, decreasing the global e�-
ciency of the impinging jet heat transfer. The friction
coe�cient distribution, shown in Fig. 11, demonstrates that
the in¯uence of con®nement on surface heat transfer is very
similar to its e�ect on the ¯ow itself. No ¯uid is entrained from
the upper boundary because of the con®nement wall. The mass
¯ux decreases, and the bulk velocity is much lower in the
con®ned case.

Fig. 12 also shows the presence of a more pronounced and
active recirculation at the nozzle exit, located closer to the
target plate. This has a stronger in¯uence on the ¯ow and heat
transfer distribution than in the uncon®ned case. Nevertheless,
even for very low H=D (as low as 0.1), neither the heat transfer
rates nor the ¯ow in the stagnation region is in¯uenced by
con®nement. Up to a radial distance of 0:5 jet diameters from
the stagnation point, the Nu and Cf distributions stay un-
changed, whether the jet is con®ned or not. This is partially
con®rmed by Garimella and Rice (1995) who noted that, for
H=D > 2, con®nement had little e�ect on heat transfer at the
stagnation point. A primary peak develops at r=D ' 0:5 as
H=D decreases. This peak corresponds to the acceleration of
the local ¯ow due to the decrease of the passage area, which
occurs for H=D < 0:25. Its location is ®xed, in good agreement

Fig. 9. Comparison of Nusselt number distributions for H=D � 2, 0:5,

0:25 and 0:1 between the con®ned and uncon®ned ¯at plate con®gu-

rations, Re� 23,000.

Fig. 10. Comparison of streamlines for H=D � 1 and Re� 23,000 between the con®ned and uncon®ned ¯at plate con®gurations.
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with the Colucci and Viskanta experiment (1996). However,
secondary peak is also created. It moves toward the axis of
symmetry when the nozzle-to-plate distance is decreased.
Again, such a behavior is in qualitative agreement with ex-
periment (Colucci and Viskanta, 1996).

Similar computations have been performed for the case of a
wall-mounted heated pedestal. One can see in Fig. 13 that the
in¯uence of con®nement in this geometry is much less than for
the ¯at plate. Even for H=D � 0:25, heat transfer rates remain
unchanged. The diameter of the pedestal is slightly smaller
than the jet diameter: thus, the previous ¯at plate results lead
one to expect little con®nement e�ect on top of the pedestal
(r=D < 0:5). Downstream, on the base plate, the top wall is at
a normalized distance of more than one jet diameter (i.e.,
H=D� 1=1:06). This distance is too high to expect any signi-
®cant change in the heat transfer rates. Similarly, the recircu-
lation region of Fig. 1(b), which is driven by the jet itself, is less
a�ected by the con®nement.

From these results we conclude that con®nement does not
have a signi®cant impact on the wall heat transfer coe�cient
unless the jet-to-target spacing is low (i.e. H=D < 0:25). The
average Nusselt number decreases with con®nement, but the
local heat transfer distribution in the stagnation region
(r=D < 0:5) is not modi®ed; uncon®ned impinging jet stagna-
tion Nusselt number correlations can be used in many cases.

4.3. In¯uence of nozzle-exit pro®les

As previously mentioned, a large scatter exists in experi-
mental data on impinging jet heat transfer rates. In the pre-
vious section the e�ect of con®nement was shown to be
signi®cant only for very low nozzle-to-plate distances, and only
away from the stagnation region (r=D > 0:5). Recent experi-
ments by Garimella and Nenaydykh (1996) study the e�ect of
nozzle length-to-diameter ratio on heat transfer. The variation
of the length of the nozzle, l, has a direct e�ect on the nozzle-
exit pro®les, if parameters like Re and H=D are kept constant.
Garimella and Nenaydykh found that for small aspect ratios
(1 < l=D < 4), the heat transfer coe�cients were smaller than
for fully developed ¯ow. Their study extended up to a nozzle
length of 12 diameters, and Nu di�erences were on the order of
10±15%. Larger di�erences are expected for smaller l/D, since
pipe ¯ow pro®les need at least a distance of 50 diameters to
become fully developed.

In this section, v2 ÿ f computational results are presented
with di�erent inlet pipe-pro®les. Short pipe calculations were
performed to generate boundary layer type mean ¯ow and
turbulence pro®les. The pipe was long enough to allow a tur-
bulent boundary layer (TBL) to develop. The bulk velocity
(Ub) is kept constant so that a fair comparison can be made.
Some characteristic parameters (momentum and displacement

Fig. 12. Comparison of streamlines for H=D � 0:1 and Re � 23; 000 between the con®ned and uncon®ned ¯at plate con®gurations.

Fig. 13. Comparison of Nusselt number distributions for H=D � 2, 0:5

and 0:25 between the con®ned and uncon®ned pedestal con®gurations,

Re� 23,000.

Fig. 11. Comparison of friction coe�cient distribution for H=D � 2,

0:5, 0:25 and 0:1 between the con®ned and uncon®ned ¯at plate con-

®gurations, Re� 23,000.
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Reynolds numbers, Reh and Red, normalized centerline ve-
locity Uc=Ub and turbulence levels, Tu) of the three di�erent
nozzle exit conditions are presented in Table 1. These condi-
tions correspond to the fully developed (FD) pipe ¯ow used in
Section 3.2, and to two di�erent boundary layers (TBL1 and
TBL2).

Fig. 14 presents the heat transfer coe�cient for the three
di�erent pro®les. The uncon®ned jet at Re� 23,000 and
H=D � 2 has been chosen for these simulations. In contrast to
the con®nement e�ect, the in¯uence of the nozzle exit pro®les
is largest close to the stagnation line (r=D < 2) and is quite
strong. The TBL pro®les result in a 15±30% decrease in stag-
nation heat transfer rate, in qualitative agreement with Gar-
imella and Nenaydykh (1996): the TBL cases correspond to a
shorter pipe-length than the FD case. Moreover, the qualita-
tive appearance of the Nu distribution is modi®ed, with the
emergence of a double-peak. The secondary peak at r=D ' 2,
which is the only peak for the FD case, becomes more pro-
nounced for the TBL cases. The primary local maximum, that
appears closer to the stagnation line, is fundamentally di�erent
from the peak described in Section 3.2. In the present con®g-
uration there is no increase of mean velocity due to con®ne-
ment. The primary peak is believed to be due to the higher
mean velocity gradients in the boundary layers at the nozzle-
exit.

The two TBL pro®les shows, as expected, that level of
turbulence in the core region of the jet has a strong in¯uence
on stagnation heat transfer. Nevertheless, for similar turbu-
lence levels, the FD case stagnation Nusselt number is still 15%
higher than the TBL2 case. In fact, for small H=D, the pre-
impingement potential core of the jet is largely inviscid (Gar-
imella and Nenaydykh, 1996), so turbulence is not expected to
be the main governing parameter in this part of the ¯ow. Note

also that even laminar computations indicate that impingment
heat transfer rates are strongly dependent on jet-exit velocity
pro®les (Schafer et al., 1992; Al-Sanea, 1992). In the present
case, the FD pro®les show a 15% increase in centerline ve-
locity, relative to the TBL pro®les. This di�erence in local
velocity still exists in the stagnation region and explains the
di�erent levels of heat transfer.

Clearly, nozzle-exit pro®les have a strong in¯uence on the
heat transfer rates, especially in the stagnation region, up to a
radial distance of 2 jet diameters, and at small nozzle-to-plate
distances, for which the free jet has no time to develop. Dif-
ferences in velocity pro®les are as important a parameter as
di�erences in jet-core turbulence intensity. Any data correla-
tion becomes di�cult to use since it is strongly dependent on
the experimental jet conditions. For example, swirl and sec-
ondary ¯ow in the nozzle might be of signi®cant importance.
This highlights the need for accurate CFD computations in
industrial design.

5. Concluding remarks

In this study, the v2 ÿ f turbulence model has been used to
evaluate the in¯uence of nozzle-to-target distance, Reynolds
number, jet con®nement and jet-exit pro®les on axisymmetric
impinging jet heat transfer. The model was ®rst validated
against available experimental data. It was shown to perform
very well in a range of H=D and Re, in order to give con®dence
in its use as a predictive tool.

The e�ects of con®nement and nozzle-exit characteristics
were then studied. Con®nement was shown to have little e�ect
on the heat transfer coe�cient, except for very low nozzle-to-
plate distances. By contrast, velocity pro®les and the turbulent
intensity in the nozzle have a strong in¯uence on the quanti-
tative and qualitative Nu distribution. This partly explains the
scatter in the available experimental data. It also shows that
data correlations may be erroneous or di�cult to use if ¯ow
conditions in the nozzle are not known.
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Appendix A

The equations of the v2 ÿ f model are brie¯y summarized
below. The standard k ÿ e type notation is used.

DtU � ÿrP �r � �m� mt��rU �rtU�� �; �A:1�
r � U � 0; �A:2�
Dtk � P ÿ e�r � ��m� mt�rk�; �A:3�

Dte � C0e1P ÿ Ce2e
T

�r � m� mt

re

� �
re

� �
; �A:4�

Dtv2 � kf ÿ v2

k
e�r � ��m� mt�rv2�; �A:5�

f ÿ L2r2f � �C1 ÿ 1� �2=3ÿ v2=k�
T

� C2

P
k
: �A:6�

Table 1

Characteristic parameters of nozzle pro®les one diameter upstream of

jet-exit

Uc/Ub Reh Red Tuc(%)

FD 1.21 944 1160 6.7

TBL1 1.06 278 465 1.0

TBL2 1.06 276 463 6.5

Fig. 14. Comparison of local heat transfer distribution for H=D � 2

and Re� 23,000 evaluated with di�erent nozzle-exit velocity pro®les

(for legends see Table 1).
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In which

mt � Clv2T ; p � 2mtS2; S2 � SijSij;

Sij � 1

2

@Ui

@xj
� @Uj

@xi

� �
�A:7�

and the length and time scales are

L0 � min
k3=2

e
;

1���
3
p k3=2

v2Cl

�������
2S2
p

 !
;

L � CL max L0; Cg
m3

e

� �1=4
 !

;

�A:8�

T 0 � max
k
e

; 6
m
e

� �1=2
� �

;

T � min T 0;
a���
3
p k

v2Cl

�������
2S2
p

 !
:

�A:9�

The solid wall no-slip boundary conditions are:
U � 0; k � @nk � 0; v2 � 0 and v2 � O�x4

n�, xn being the axis
normal to the wall. The v2 ÿ f constants are given below.

C0e1
� 1:44�1� 0:045

���������
k=v2

q
�;

Cl � 0:19; CL � 0:3; Cg � 70:0; a � 0:6;

C1 � 1:4; C2 � 0:3; Ce2 � 1:9; re � 1:3:

The mean temperature equation is

DtH � r � m
Pr
� mt

Prt

� �
rH

� �
�A:10�

with

Prt � 1

0:5882� 0:228�mt=m� ÿ 0:0441�mt=m�2�1ÿ exp�ÿ5:165m=mt��
:
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